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ABSTRACT
Nowadays, many decisions are based on information found
in the Web. For the most part, the disseminating sources
are not certified, and hence an assessment of the quality
and credibility of Web content became more important than
ever. With factual density we present a simple statistical
quality measure that is based on facts extracted from Web
content using Open Information Extraction. In a first case
study, we use this measure to identify featured/good arti-
cles in Wikipedia. We compare the factual density mea-
sure with word count, a measure that has successfully been
applied to this task in the past. Our evaluation corrobo-
rates the good performance of word count in Wikipedia since
featured/good articles are often longer than non-featured.
However, for articles of similar lengths the word count mea-
sure fails while factual density can separate between them
with an F-measure of 90.4%. We also investigate the use
of relational features for categorizing Wikipedia articles into
featured/good versus non-featured ones. If articles have sim-
ilar lengths, we achieve an F-measure of 86.7% and 84%
otherwise.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: H.3.3 Infor-
mation Search and Retrieval—Information filtering

1. INTRODUCTION
People use the Web as a basis for their decisions and be-

liefs. Due to lacking quality control, Web-based informa-
tion sources often contain inaccurate and false information.
Thus, in addition to the content itself, measures are needed
to capture credibility and quality aspects. In this work, we
propose a statistical quality measure called factual density,
which assesses the quality of content with respect to facts.
We define the factual density of a document as the num-
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ber of facts found in this document in relation to the doc-
ument’s length. Consequently, factual density indicates a
document’s informativeness. We also propose to use binary
relations, i.e. triples of the form (argument1, relation, argu-
ment2) [3], as features to distinguish between high-quality
factual content and non-factual content. Our hypothesis is
that a document’s content is of higher quality if it is both
factual and informative.

1.1 Related Work
The quality of Web content has mainly been assessed with

metrics capturing content quality aspects like objectivity [6],
content maturity and readability [10]. A key aspect here is
to determine an appropriate set of features. In [6], it is pro-
posed to use stylometric features to assess content quality.
Lipka and Stein [7] exploit character trigrams distributions
to identify high quality featured/good articles in Wikipedia.
Blumenstock [2] suggests to simply use word count as indi-
cator for the quality of Wikipedia articles.

To assess the factual accuracy of Web content, more com-
plex, semantic features are needed. A common approach is
to employ Open Information Extraction [4] or methods that
use background knowledge on semantic relations available
in ontological resources such as Wordnet [5] and Yago [9].
These approaches extract relational information about enti-
ties named in a particular text (e.g., facts like f = (Mozart,
was born in, Salzburg) ). Besides, they exploit defined se-
mantic relationships such as meronymy and hypernymy, and
others to infer relational information between entities,which
is not given explicitly in the text. In this work, we refer to
such features as relational features.

2. MEASURING THE QUALITY
USING FACTUAL INFORMATION

In order to measure information quality based on factual
information, we propose three approaches: (i) using simple
statistics about the facts obtained from a text, (ii) exploiting
relational information contained in facts, and (iii) exploiting
semantic relationships like meronymy and hypernymy.

In this work, we focus on the first two approaches. In
the first approach, we resort to simple statistical features
about facts in order to determine the informativeness of a
document. We denote this kind of features as fact frequency-
based features.



2.1 Fact Frequency-Based Features
Fact frequency-based features are of a simple structure;

they require only direct information about the number of
facts obtained by an information extraction process from a
textual resource. For instance, if t is an arbitrary textual
resource (e.g. a paragraph, a document, a corpus), and Ft

is the collection of facts extracted from t by an informa-
tion extraction method IE, a possible measure could be the
number of facts extracted by IE from t. This quantity will
be referred to as the fact count of t and is defined below.

Definition 1. Let t be an arbitrary textual resource and
Ft be the collection of facts extracted from t by an arbitrary
information extraction method IE. The fact count of t, de-
noted fc(t), is defined as the total number of facts obtained
from t by IE, fc(t) = |Ft|.

Obviously the fact count depends on the size of the textual
resource t: long texts have more facts than short texts. We
hence relate the fact count to the size of t and refer to this
quantity as the factual density of t:

Definition 2. Let t be an arbitrary textual resource and
fc(t) be the fact count of t. Let size(t) be a measure in-
tended to quantify the size of t1. The factual density of t,

denoted fd(t), is defined as fd(t) = fc(t)
size(t)

.

2.2 Relational Features
In this work, we explore the possibility of representing a

document as a bag-of-relations, where a textual resource t
is represented as the multi-set of relations rij occurring in
all facts extracted from t. This is somewhat analogous to
the bag-of-words model commonly applied in Information
Retrieval.

The relations we use represent binary relations between
entities. At this point, we consider facts of the form f =
(ei, rij , ej), where ei and ej are strings that denote enti-
ties, while rij is a string denoting a relationship between
them. In this context, a sentence such as “Mozart was
born in Salzburg.” is written as fact (Mozart, was born in,
Salzburg). In this respect, this setting is similar to the ones
used in recent works on Open Information Extraction and
contradiction detection [4, 8].

3. DATASET AND PREPROCESSING
Our dataset consists of 2000 Wikipedia articles, 1000 fea-

tured/good and 1000 non-featured articles randomly selected
from the snapshot of the English Wikipedia from October
2011. Due to the lack of a standard corpus related to our
work, we used Wikipedia, because its editors annotate ar-
ticles with respect to information quality. We focus on the
“Featured Article” and “Good Article” annotations. Per def-
inition, featured/good articles are of high information qual-
ity [1]. Also, they provide a comprehensive coverage of the
major facts in the context of the article’s subject2 which
makes them perfectly suited as positive class for our task.
Featured/Good articles were identified by searching for files
in the dump that contained the featured article or good ar-
ticle template in the Wikitext. As negative class, we used

1For instance, it could be the number of words or sentences
in t or the length in number of characters of t.
2http://en.wikipedia.org/wiki/Wikipedia:Featured_
article_criteria

non-featured articles that were randomly selected from the
remaining articles in the dump. We use the corresponding
binary classification problem to evaluate our factual infor-
mation quality measures.

In [2], word count is proposed as a simple but effective
heuristic to distinguish featured/good and non-featured ar-
ticles. We use this measure as a baseline. Typically, fea-
tured/good articles are longer than non-featured articles,
which introduces a bias since longer documents probably
contain more facts. To evaluate this, we created a bal-
anced corpus from our dataset. “Balanced” means that fea-
tured/good and non-featured articles were selected with al-
most similar document lengths, which left us with 740 arti-
cles in each category.

Figures 1(a) and 1(b) show the distributions of the docu-
ments of both corpora according to document length. Due
to computational constraints, we counted the article length
on the Wikitext. Given that some articles contain only tem-
plates, their content is empty after removing the Wikitext.

Most of the non-featured articles from the unbalanced
dataset have fewer than 2000 words, thus word count is
highly discriminative. On the balanced corpus, the docu-
ment distributions of non-featured and featured/good arti-
cles overlap between 500 and 2000 words, which weakens the
discriminative power of word count.

The plain text has been extracted from the articles using
the Sweble Wikitext parser3. From the plain text, we ex-
tracted facts and relational features using the ReVerb Open
Information Extraction framework4. For normalization, the
texts were split into sentences with the OpenNLP frame-
work5. Finally, we used the facts to compute the factual
density measure. The relational features have been used to
classify Wikipedia articles into featured/good versus non-
featured.

4. EXPERIMENTS AND RESULTS
First, we evaluated the factual density measure on the un-

balanced corpus. For this, we first computed the word count
baseline on this corpus. A tokenization based on whites-
paces resulted in an average word count of 200 words for
the lower quality articles and 1400 for the high quality ar-
ticles. Naturally, the number of words per article directly
influences the number of extracted facts per article. In this
dataset, the featured/good articles contain on average 159
facts, while non-featured articles contain only 27 facts on
average. From this observation, we conclude that the num-
ber of facts per document is a good feature to distinguish
between featured/good and non-featured articles. To verify
this, we performed two experiments on the unbalanced and
balanced corpora, as reported below.

Figure 2(a) shows three precision-recall curves for the fea-
tured/good versus non-featured categorization task on the
unbalanced corpus. The plain line plots the results achieved
with the word count measure. The dotted line with circles
represents the results obtained with factual-density/sentence-
count, while the line with squares illustrates the results
obtained with factual-density/word-count. Here, “Factual-
density/word-count” refers to the factual density measure
derived from the formula fd(t) in Definition 2 where size(t)

3http://sweble.org/wiki/Sweble_Wikitext_Parser
4http://reverb.cs.washington.edu/
5http://opennlp.sourceforge.net/projects.html
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Figure 1: Histograms of Wikipedia corpora for unbalanced dataset and balanced dataset.

is the word count of t, and t is a Wikipedia article. The
same holds for “Factual-density/sentence-count”.

The word count measure outperforms the factual density
measure normalized to sentence count as well as the word
count on the unbalanced corpus. Apparently, word count is
a strong feature on the unbalanced corpus.

We then evaluated the factual density measure on the bal-
anced corpus where both featured/good and non-featured
articles are more similar in respect to document length.
The results for this experiment are shown in Figure 2(b)
as precision-recall curves. On the balanced corpus, factual
density normalized to sentence count as well as word count
performs much better than on the unbalanced corpus, while
word count, as expected, performs worse. There is not much
difference between the normalization to word or sentence
count since here, the number of words per document has a
smaller influence on the result.

We also analyzed the distributions of featured/good and
non-featured articles if factual density is used as measure,
as depicted in Figure 3. We found that the distribution
of the featured/good articles is clearly separated from the
distribution of the non-featured articles, with peaks at two
different factual density values (0.06 and 0.03 respectively).
This finding is in contrast to the fact that the distributions
of featured/good articles and non-featured articles have a
high degree of overlap if word count is used, as shown in
Figure 1(b). Consequently, on the balanced corpus, factual
density clearly outperforms our baseline word count.

In a related experiment, we investigated the relational in-
formation contained in the binary relationships ReVerb ex-
tracts from sentences. We used the relations, i.e. only the
predicates from the extracted triples as a vocabulary to rep-
resent the documents. We then tested the discriminative
power of these features by training a classifier to solve the bi-
nary classification problem of distinguishing featured/good
from non-featured articles. The results reported in Table 1
were obtained using the WEKA6 implementation of a Naive
Bayes Classifier in combination with feature selection based
on Information Gain (IG). From 40 000 relations, we selected

6http://www.cs.waikato.ac.nz/~ml/weka/

Figure 3: Distribution of articles by factual density.

the 10% best features in terms of IG. We achieved similar
results for both corpora.

Table 1: Classification results using relational fea-
tures on both corpora.

Unbalanced Balanced

Measure Value [%] Value [%]

Accuracy 84.01 87.14

F-Measure 84 86.7

Precision 84 89.2

Recall 84 87.1

Apparently, relational features are more robust when the
document length varies. However, we need to investigate
this in more detail.
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Figure 2: Factual Density on Wikipedia corpora.

5. CONCLUSIONS
In this work, we propose to exploit facts for assessing Web

content quality. We suggest a simple fact-related informa-
tion quality measure, factual density. Factual density mea-
sures the relative number of facts in a document and thus
indicates a document’s informativeness. Our experiments on
a subset of the English Wikipedia reveal that based on fac-
tual density, featured/good articles can be separated from
non-featured articles with a high confidence even if the ar-
ticles are similar in length. If the articles differ in terms of
length, our experiments corroborate previous work indicat-
ing that word count is a good estimator of article quality
in Wikipedia, since featured/good articles are often longer
than non-featured articles. In the future, we aim to evalu-
ate a combination of word-count and factual-density to out-
perform wordcount also on unbalanced datasets. Besides,
we plan to incorporate the edit history: we believe that
Wikipedia articles with more editors are denser in terms of
facts.

We also describe preliminary experiments employing rela-
tional features to solve the featured/good versus non-featured
articles classification problem. While the initial results are
very promising, more in-depth investigations of these fea-
tures are needed. In the long run, we aim to exploit defined
semantic relationships such as meronymy and hypernymy
to infer relational information between entities. We expect
these to unlock several new dimensions along which a doc-
ument’s information quality can be assessed, such as gener-
ality versus specificity and factual consistency.
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